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Abstract: 
 
Using conditional probabilities for automatic new topic identification is an efficient approach 

compared to the other studies of new topic identification due to its significant performance as well as 

relatively easy implementation. In this paper, we analyze the usage of conditional probabilities 

approach for automatic new topic identification, and extend the approach by considering the position 

of a query, namely query number, as an input for the computation of conditional probabilities besides 

the other -mostly used- parameters (time interval and search pattern). Specifically, we consider four 

different settings where these three parameters together as well as their 2-combinations are used for the 

conditional probability computations. The performance analysis of the approach with these settings is 

also presented. 
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1. Introduction 

 

With the rapid expansion of the Internet and making it a non-trivial task to search for information 

on the Web, search engines became the most used information retrieval tools, and efficient use of 

them hence is important. Personalization of search engines might help us to achieve that 

efficiency, but it is difficult to do so due to the changes of human information needs as well as 

their search engine usage patterns. On the focus of some of these efforts to improve the efficiency 

of search engine usage is the analysis and understanding of the behaviors of search engine users. 

Identification or at least estimation of topic changes from the queries of a user can be considered 

as one of the directions, namely automatic new topic identification. A well-defined algorithm for 

automatic new topic identification using some query characteristics was introduced by He et al. 

[4]. Since then, several other studies suggested new approaches to the problem of automatic new 

topic identification to achieve a better performance and / or to allow an easier implementation. 

He et al. [4] used two “information sources” as the query characteristics in their study to be used 

to estimate the topic changes, namely time interval and search pattern, which correspond to the 

time difference between two consecutive query submissions and some textual pattern 

relationships (explained in detail in the following sections of the paper) between two consecutive 

queries, respectively. In other studies later on, these two information sources were mostly 

considered as well to be used by different approaches. Ozmutlu [10], however, considered the 

possibility that the position of a query might be related to the topic change behavior of a user, and 

verified that relationship using a regression model. 
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Using conditional probabilities was also a suggested approach of automatic new topic 

identification in another study [13]. According to this approach, the conditional probabilities of 

topic changes are computed given the time intervals and search patterns of the queries, and then, 

used for automatic new topic identification. The performance of the approach was significant, 

and it was easier to implement compared to the other suggested approaches of automatic new 

topic identification. 

 

In our study, we analyze the usage of conditional probabilities approach for automatic new topic 

identification introduced by Ozmutlu et al. [13], and extend the approach by considering query 

position as an information source in addition to time interval and search pattern using the fact that 

the position of a query might also be related to the topic change behavior of a user as shown by 

Ozmutlu [10]. We can thus investigate if using query position in addition to time interval and 

search pattern for the computation of conditional probabilities, contributes to the performance of 

the automatic new topic identification. 

 

More research efforts have been focused on the analysis of search engine transaction logs with 

the growth of Internet and increased use of search engines for information retrieval needs. Some 

researchers performed large-scale data analysis on search engine transaction logs. Among them 

are Jansen et al. [5], Silverstein, et al. [17], Spink et al. [18] and Ozmutlu et al. [6], [12], [15]. 

These studies mostly focused on the statistical characteristics of the queries. Some other studies 

on search engine transaction logs focused on topic changes occurred during search sessions. It 

has been shown that some of the statistical characteristics of search engine queries can be used 

for the identification or estimation of topic changes. In fact, He et al. [4] proposed an automatic 

new topic identification algorithm, where they used the query characteristics time interval and 

search pattern to estimate topic changes. This well-designed algorithm later was used by Ozmutlu 

et al. in some studies on different datasets [7], [8]. Some new approaches for automatic new topic 

identification were also presented by the researchers. Some other automatic new topic 

identification approaches were also suggested, such as, using neural networks, support vector 

machines and multiple linear regression for automatic new topic identification [10], [11], [14]. In 

another study, Ozmutlu et al. suggested using conditional probabilities [13]. In this approach, the 

conditional probabilities of topic changes (given time intervals and search patterns of the 

corresponding queries) are computed and used for new topic identification. The approach stands 

out with being as successful as the others and with its relatively easy implementation. 

 

2. Materials and Method 

 

Based on Ozmutlu et al.’s [13] approach, the probability that a topic continuation (and shift) 

occurs given a particular time interval and search pattern, is computed for each query, and the 

probability is then used to mark the corresponding query as a topic continuation or shift, where a 

topic shift simply means a topic change occurs whereas the term topic continuation is used to 

state that no topic change occurs in two consecutive queries in a search engine user session. 

 

The conditional probabilities used in our study here are computed using time intervals, search 

patterns and query numbers as well as their 2-combinations (i.e., (i) time interval – search pattern, 

(ii) time interval – query number and (iii) search pattern – query number). We compute the 
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conditional probability of a topic continuation (and shift) given a particular time interval, search 

pattern and query number as well as their above mentioned 2-combinations. Hence, the 

probabilities are computed by conditioning on the four different settings of these parameters, i.e., 

(i) time interval and search pattern (the same as Ozmutlu et al.’s study [13]), (ii) time interval and 

query number, (iii) search pattern and query number, and finally all three, (iv) time interval, 

search pattern and query number. We therefore obtain four different conditional probabilities of 

topic continuation (and shift) for a particular query as seen in Table 1. These probabilities are 

then used to mark each query as a topic continuation or topic shift as it is done in Ozmutlu et al. 

[13]. 

 

Table 1: Four Different Parameter Settings for Computing Conditional Probabilities 

Setting Query Characteristics Used to Compute Conditional Probabilities 

Setting 1 Time Interval and Search Pattern 

Setting 2 Time Interval and Query Number 

Setting 3 Search Pattern and Query Number 

Setting 4 Time Interval, Search Pattern and Query Number 

 

Two datasets are used for the evaluation of our approach. The first dataset comes from the logs of 

Excite search engine. 1,025,910 queries were collected on December 20, 1999, and 

approximately 10,000 of them are sampled to use for our evaluations. The second dataset is 

obtained from the FAST search engine data logs. The data were collected from 12.00 a.m. on 

February 6, 2001 to 12.00 a.m. on February 7, 2001 (Norwegian time). Again, approximately 

10,000 of 1,257,891 queries are sampled for the analysis. In both datasets, the entries are ordered 

based on their arrival times. Each user is identified with an anonymous user id in the datasets, 

and each record has the following three fields: (i) an anonymous user id assigned by the search 

engine, (ii) time of day, in hours, minutes and seconds, (iii) search query. 

 

The idea behind the usage of conditional probabilities for automatic new topic identification is to 

compute the probability of a topic continuation (and shift) for a particular query given the 

corresponding characteristics of that particular query based on the above mentioned settings. 

Therefore, for the four settings considered here, we compute the conditional continuation and 

shift probabilities of ),|( SPTIcP , and ),|( SPTIsP , ),|( QNTIcP  and ),|( QNTIsP , 

),|( QNSPcP  and ),|( QNSPsP , and finally, ),,|( QNSPTIcP  and ),,|( QNSPTIsP , 

respectively, where TI , SP  and QN  shows the time interval, search pattern and query number of 

the corresponding query, and c  and s  correspond to the continuation and shift, respectively.  

The same notation as Ozmutlu et al.’s study [13] is also used here as summarized below. 

 

Session: A sequence of queries submitted to the search engine by a single user. 

Topic Shift: A change from one topic to another between queries within a session. 

Topic Continuation: Staying on the same topic from one query to another within a session. 

Ncontin (Nshift): Number of queries marked as topic continuation (shift) by the approach. 

Ntrue-contin (Ntrue-shift): Number of queries marked as topic continuation (shift) by the human expert. 

Ncontin&correct (Nshift&correct): Number of queries marked as topic continuation (shift) by the approach 

and human expert. 
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Type A Error: A Type A Error occurs when a topic continuation is considered as a topic shift. 

Type B Error: A Type B Error occurs when a topic shift is considered as a topic continuation. 

 

Similar to Ozmutlu et al.’s work [13], performance measures precision (P), recall (R) and a 

combination of these two (Fβ) are used to evaluate the performance of the approach. These 

performance measures are computed as shown below. A more detailed explanation on these 

quantities can be found in Ozmutlu et al.’s paper [13]. 
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3. Results 

 

Using the three parameters to compute the conditional probabilities; namely, time interval, search 

pattern and query number, as well as the 2-combination of these, we obtain four different settings 

where the conditional continuation and shift probabilities of (i) ),|( SPTIcP  and ),|( SPTIsP , 

(ii) ),|( QNTIcP  and ),|( QNTIsP , (iii) ),|( QNSPcP  and ),|( QNSPsP , and finally, (iv) 

),,|( QNSPTIcP  and ),,|( QNSPTIsP  are computed. The two datasets are first examined by a 

human expert with fluent English to mark the true topic continuations and true topic shifts. The 

human expert is also provided consultation by the native speakers of some other languages 

(German, Italian and Turkish). The data in both datasets are divided into two approximately 

equal-sized parts as seen in Table 2 where the first one is used for the computation of the 

probabilities and the second one for the test of the approach. The reason that the parts do not have 

the same number of records in the first and second halves of the datasets is to be able to include a 

session in either the first or the second parts of the datasets (not to divide a session into two parts 

with some queries in the first half and the others in the second). 

 

Since the conditional probabilities are computed using time interval, search pattern and query 

number, each query in the datasets is categorized in terms of these query characteristics. Time 

interval is simply the time difference between two consecutive query submissions. The second 

parameter, search pattern, shows some textual pattern relationships between the terms of two 
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consecutive queries. Both for time interval and search pattern, the same categorizations are used 

as of Ozmutlu & Cavdur’s study [7]. Finally, query number is just the number or the order of the 

query in a session starting from one to the number of queries in that particular session. 

 

Table 2: Number of queries in each dataset 

 Excite FAST 

Entire dataset 1,025,910 1,257,891 

Sample dataset 10,003 10,007 

1
st
 half of the sample dataset 5,014 4,997 

2
nd

 half of the sample dataset 4,989 5,010 

 

To categorize time intervals, seven classes of time intervals are used; namely 0-5 minutes, 5-10 

minutes,10-15 minutes, 15-20 minutes, 20-25 minutes, 25-30 minutes and 30+ minutes. The 

distribution of queries with respect to time interval for both datasets is shown in Table 3. 

 

Table 3: Distribution of Queries with respect to Time Intervals 

Time Interval (min) Intra-Topic 

(Excite) 

Inter-Topic 

(Excite) 

Intra-Topic 

(FAST) 

Inter-Topic 

(FAST) 

0-5 3001 77 3466 95 

5-10 219 18 283 27 

10-15 84 14 112 24 

15-20 47 7 56 19 

20-25 22 13 33 17 

25-30 20 5 24 10 

30+ 151 135 200 194 

Total 3544 269 4174 386 

 

Seven categories of search pattern as in Ozmutlu & Cavdur’s study [7] are used (see the study [7] 

for more details on the categories). The search patterns are automatically identified by a computer 

program using a modified version of the search pattern identification algorithm by He et al. [4]. 

Figure 1 shows the algorithm first implemented by Ozmutlu & Cavdur [7], and we obtain the 

distribution of queries with respect to search patterns as in Table 4 by running this algorithm. 

 

Finally, the distribution of queries with respect to query numbers is given in Table 5. Again, 

seven classes of query numbers are used; namely 0-10 queries, 10-20 queries, 20-30 queries, 30-

40 queries, 40-50 queries, 50-60 queries and 60+ queries. After characterizing each query in 

terms of these three quantities, we can now compute the conditional probabilities of topic shifts 

and topic continuations given any combination of time interval, search pattern and query number. 

Hence, each query in the dataset is categorized with respect to the corresponding class 

combinations of time interval, search pattern and query numbers, i.e., (time interval, search 

pattern), (time interval, query number), (search pattern, query number), and (time interval, search 

pattern, query number). Therefore, a total of 49 (7
2
) categorizations for the first three settings and 

343 (7
3
) categorizations for the last setting are obtained. We use the breakdown of shifts and 

continuations with respect to the query categories to compute the conditional probabilities. The 
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conditional probability of a topic continuation and shift is computed by dividing the number of 

topic continuations and topic shifts in a certain category by the total number of queries in that 

category. For example, in the Excite dataset, considering our 4
th

 setting, there are 333 topic 

continuations and 59 topic shifts in the query category (1, 5, 1). That is, time interval class 1, 

search pattern class 5 and query number class 1. Hence, the conditional probability of a topic 

continuation and shift are computed as 333 / (333 + 59) = 0.8495 and 59 / (333 + 59) = 0.1505 

(or 1 – 0.8495 = 0.1505), respectively. All conditional probability computations of topic 

continuations and shifts for each query categorization are available upon request. 

 

 
Figure 1: Search Pattern Identification Algorithm 

 

Summary of the results of the human expert evaluation is shown in Table 6. We note that there 

are 10,003 and 10,007 queries in the Excite and FAST datasets, respectively. The first half of the 

Excite dataset contains 5,014 queries, and there are 4,989 queries in the second half. The numbers 
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of queries of the two halves of the FAST dataset are 4,997 and 5,010, respectively. Based on the 

human expert’s evaluation, we note that the number of topic continuations and shifts are larger in 

the FAST dataset than they are in the Excite dataset. Also, the number of Excite sessions is larger 

than the number of FAST sessions in our samples. 

 

Table 4: Distribution of Queries with respect to Search Patterns 

Search Pattern Intra-Topic 

(Excite) 

Inter-Topic 

(Excite) 

Intra-Topic 

(FAST) 

Inter-Topic 

(FAST) 

Browsing 2371 0 3100 5 

Generalization 58 0 39 0 

Specialization 166 0 136 2 

Reformulation 327 1 276 5 

New 622 268 551 370 

Relevance Feedback 0 0 70 2 

Others 0 0 2 2 

Total 3544 269 4174 386 

 

Table 5: Distribution of Queries with respect to Query Numbers 

Query Number Intra-Topic 

(Excite) 

Inter-Topic 

(Excite) 

Intra-Topic 

(FAST) 

Inter-Topic 

(FAST) 

0-10 2620 227 2691 256 

10-20 523 27 1097 96 

20-30 165 10 295 25 

30-40 63 2 77 7 

40-50 40 0 14 2 

50-60 33 1 0 0 

60+ 100 2 0 0 

Total 3544 269 4174 386 

 

Table 6: Summary of the results of the human expert evaluation 

 Dataset Total # of 

Queries 

# of 

sessions 

# of queries 

considered 

for analysis 

# of 

continuations 

(human expert) 

# of shifts 

(human 

expert) 

1
st
 half Excite 5,014 1,201 3,813 3,544 269 

1
st
 half FAST 4,997 437 4,560 4,174 386 

2
nd

 half Excite 4,989 1,322 3,667 3,515 152 

2
nd

 half FAST 5,010 526 4,484 4,174 310 

Entire Dataset Excite 10,003 2,523 7,480 7,059 421 

Entire Dataset FAST 10,007 963 9,044 8,348 696 

 

Now, using the computed conditional probabilities computed from the first parts of the datasets, 

we can estimate the topic continuations and shifts in the second parts. The larger probability 

value (between the conditional continuation and shift probabilities) is used for the estimation, i.e., 

if the corresponding conditional topic continuation probability is greater than 0.5, then, we 



893 

estimate the corresponding query as a topic continuation or vice versa. The results obtained from 

our four approaches are compared to the actual topic continuations and shifts determined by the 

human expert. To evaluate the performance of our settings, correct and incorrect estimates are 

identified, and the performance measures, precision (P), recall (R) and Fβ are computed. The 

results are summarized in Table 7 where the best results for the corresponding performance 

measures and related results (Type A and B Errors, Pcontin, Rcontin, Fβ-contin, Pshift, Rshift, Fβ-shift) are 

highlighted. 

 

Table 7: Results of the four different settings 

Dataset Excite FAST 

Setting (1) (2) (3) (4) (1) (2) (3) (4) 

Ncontin 3,438 3,660 3,659 3,426 4,207 4,230 4,472 4,182 

Nshift 226 2 0 222 276 253 11 291 

Ncontin&correct 3,366 3,511 3,508 3,353 4,044 4,020 4,167 4,024 

Nshift&correct 80 2 0 77 146 100 5 150 

Type A Error 146 0 0 145 130 153 6 141 

Type B Error 72 149 151 73 163 210 305 158 

Pcontin 0.9791 0.9559 0.9587 0.9787 0.9613 0.9504 0.9318 0.9622 

Rcontin 0.9576 0.9989 0.9980 0.9539 0.9689 0.9631 0.9983 0.9641 

Fβ-contin 96.55% 98.38% 98.30% 96.30% 96.60% 95.83% 97.25% 96.34% 

Pshift 0.3540 1.0000 #DIV/0! 0.3468 0.5290 0.3953 0.4545 0.5155 

Rshift 0.5263 0.1320 0.0000 0.5066 0.4710 0.3226 0.0161 0.4839 

Fβ-shift 44.57% 2.08% #DIV/0! 43.25% 49.10% 34.62% 2.51% 49.52% 

 

In general, setting 1, setting 2, setting 3 and setting 4 give 5, 4, 3 and 4 of the best results out of 

16, respectively. We note that setting 1 (based on time interval and search pattern) gives the best 

Type B Error, Pcontin, Rshift and Fβ-shift values for the Excite dataset, and the best Pshift value for the 

FAST dataset. Setting 1 and setting 4 are the more similar to each other in terms of their 

performance measure values. Setting 4 (based on time interval, search pattern and query number) 

gives the best Type B Error, Pcontin, Rshift and Fβ-shift values for the FAST dataset. We note that 

setting 1 produce better results on the Excite dataset while setting 4 is more successful on the 

FAST dataset. From the results, we can also make the following observations. In terms of 

continuation based performance measures (especially Rcontin and Fβ-contin), setting 2 and 3 are the 

most successful approaches. Also, another interesting point is that we obtain the best results on 

the Excite dataset using setting 2 (based on time interval and query number) whereas setting 3 is 

the better (based on search pattern and query number) on the FAST dataset. 

 

4. Discussion 

 

In terms of the contributions of this study, comparing setting 1 introduced by Ozmutlu et al. [13] 

and the others (settings 2, 3 and 4), we note that settings 2, 3 and 4 produce some of the best 

results (using these, we are able to obtain 11 of the best performance measure values out of 16), 

which illustrates the usage of the suggested settings has a potential to improve the results. 

 



894 

In general, we note that the different settings might produce better results on different datasets as 

well as in terms of different performance measures. In the context of this study, that implies the 

differences between some of the characteristics of the queries (datasets) and their relationships to 

the performance measures defined. For example, for some search engine users, it might be more 

descriptive to use time interval as an information source to estimate topic continuations or shifts 

whereas for some others that might be search pattern, query order or a combination of those. 

Moreover, some particular quantities might be more useful to be used for the estimation of topic 

continuations rather than shifts whereas some others might just be the opposite. 

 

Conclusions 

 

In this paper, we analyze the usage of conditional probabilities approach for automatic new topic 

identification, and extend it by considering the position of a query, namely query number, as an 

input for the computation of conditional probabilities besides the other parameters, time interval 

and search pattern. Two sample datasets with approximately 10,000 queries from search engines 

Excite and FAST are used for the implementations. We start by the implementation of the 

approach suggested by Ozmutlu et al. [13] where time interval and search pattern are used to 

compute the conditional probabilities, and extend it by adding query number as well as 

considering the 2-combinations of these three parameters to be used to compute the conditional 

probabilities. Ozmutlu et al.’s [13] approach of using conditional probabilities for automatic new 

topic identification is successful (as successful as the ones previously suggested in the literature), 

and yet, it is relatively easier to implement compared to the other studies of automatic new topic 

identification. In our study, by the different settings we employ, we are able to observe some 

improvements over the initial setting implemented by Ozmutlu et al. [13]. 

 

In general, our results indicate the differences between the datasets, and hence, search engine 

usage patterns, and also the differences between the effects of using different information sources 

for the implementation of the approach on the performance. Extending our implementations 

beyond this study might significantly contribute to the automatic new topic identification 

literature; however, more experiments using larger and different datasets need to be performed 

before generalizing our results. 
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